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ABSTRACT 
 

Nowadays, many organizations and companies use Internet services as their communication and marketplace to do business. Due 
to increased number of internet users there is a problem due to intrusion which may damage data and information stored in 
computer server or data base server. So we need a filter which is able to filter malicious data and normal data. Intrusion detection 
is the process of monitoring and analysing the events occurring in a computer system in order to detect signs of security 
problems. The intrusion detection and other security technologies such as cryptography, authentication and firewalls have gained 
in importance in last few years. The present study gives an advanced Intrusion Detection System (IDS) along with data mining 
techniques by using k-means and outlier both approaches. The k-means approach uses clustering mechanisms to group the traffic 
flow data into normal and anomalous clusters. Outlier detection calculates an outlier score for each flow record. This score is 
called the neighbourhood outlier factor (NOF), whose value decides whether a particular traffic flow is normal or anomalous. 
The performance of these two approaches is compared by means of various confusion matrix and performance metrics like false 
positive rate, sensitivity, specificity, classification rate and precision and an analysis is done to find out that which one of the two 
approaches is better to be used for intrusion detection using traffic flows. 
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INTRODUCTION 
 
Intuitively, intrusions in an information system are the 
activities that violate the security policy of the system, and 
intrusion detection is the process used to identify intrusions. 
Intrusion detection has been studied for approximately 20 
years.  It is based on the beliefs that an intruder’s behaviour 
will be noticeably different from that of a legitimate user and 
that many unauthorized actions will be detectable. Intrusion 
detection systems (IDSs) are usually deployed along with other 
preventive security mechanisms, such as access control and 
authentication, as a second line of defence that protects 
information systems.  There are several reasons that make 
intrusion detection a necessary part of the entire defences 
system. First, many traditional systems and applications were 
developed without security in mind. In other cases, systems 
and applications were developed to work in a different 
environment and may become vulnerable when deployed in the 
current environment. (For example, a system may be perfectly 
secure when it is isolated but become vulnerable when it is 
connected to the Internet.)  Intrusion detection provides a way 
to identify and thus allow responses to, attacks against these 
systems.  
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Second, due to the limitations of information security and 
software engineering practice, computer systems and 
applications may have design flaws or bugs that could be used 
by an intruder to attack the systems or applications. As a result, 
certain preventive mechanisms (e.g., firewalls) may not be as 
effective as expected. Intrusion detection complements these 
protective mechanisms to improve the system security. 
Moreover, even if the preventive security mechanisms can 
protect information systems successfully, it is still desirable to 
know what intrusions have happened or are happening, so that 
we can understand the security threats and risks and thus be 
better prepared for future attacks. In spite of their importance, 
IDSs are not replacements for preventive security mechanisms, 
such as access control and authentication. Indeed, IDSs 
themselves cannot provide sufficient protection for information 
systems. As an extreme example, if an attacker erases all the 
data in an information system, detecting the attacks cannot 
reduce the damage at all. Thus, IDSs should be deployed along 
with other preventive security mechanisms as a part of a 
comprehensive defence system.  Intrusion detection techniques 
are traditionally categorized into two methodologies: anomaly 
detection and misuse detection. Anomaly detection is based on 
the normal behaviour of a subject (e.g., a user or a system); 
any action that significantly deviates from the normal 
behaviour is considered intrusive.  
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Misuse detection catches intrusions in terms of the 
characteristics of known attacks or system vulnerabilities; any 
action that conforms to the pattern of a known attack or 
vulnerability is considered intrusive. Alternatively, IDSs may 
be classified into host-based IDSs, distributed IDSs, and 
network-based IDSs according to the sources of the audit 
information used by each IDS.  Host-based IDSs get audit data 
from host audit trails and usually aim at detecting attacks 
against a single host; distributed IDSs gather audit data from 
multiple hosts and possibly the network that connects the 
hosts, aiming at detecting attacks involving multiple hosts. 
Network-based IDSs use network traffic as the audit data 
source, relieving the burden on the hosts that usually provide 
normal computing services. Data Mining is the process of 
analyzing data from different perspectives and summarizing 
the results as useful information. It has been defined as "the 
non-trivial process of identifying valid, novel, potentially 
useful, and ultimately understandable patterns in data".  
process of data mining uses machine learning, statistics, and 
visualization techniques to discover and present knowledge in 
a form that is easily comprehensible. The word “Knowledge” 
in Knowledge Discovery Database refers to the discovery of 
patterns which are extracted from the processed data. A pattern 
is an expression describing facts in a subset of the data. Thus, 
the difference between KDD and data mining is that “KDD 
refers to the overall process of discovering knowledge from 
data while data mining refers to application of algorithms for 
extracting patterns from data without the additional steps of the 
KDD process”. Fayyad et al (1996) However, since Data 
Mining is a crucial and important part of the KDD process, 
most researchers use both terms interchangeably.  The 
performance of the proposed intrusion detection system is 
evaluated using JAVA and MATLAB. The performance of the 
two approaches (k-means and outlier detection) for intrusion 
detection when implemented in the system.  The main 
objectives of the research are to design an algorithm for 
intrusion detection system with data mining techniques with 
study the intrusion detection to identify normal and malicious 
actions on the system and also evaluate the Receiver operating 
characteristic (ROC) curves for analysis of intrusion detected 
data. 
 
System Architecture: The system architecture is as shown in 
figure 3.1. The IDS developed in this thesis consists of the 
following modules.  
 
Packet capturing module: The packets arriving from the 
internet are captured by this module in real time and are stored 
in a pcap file for further analysis. The captured packets are of 
any protocol as and when they are arriving.  
 
Packet reading module: This module opens the PCAP file 
and reads the packets contained in it. The packets are grouped 
according to their protocols in a file. This module writes the 
TCP, UDP and ICMP packets to an external file for further 
analysis.  
 

Flow exporter module: This module groups the packets into 
the flows. The features from the packets are extracted and read 
by this module based on which a flow record is generated. A 
flow generally consists of the following five parameters. 
 

 Source IP.  
 Destination IP.  
 Protocol. 

 Source port.  
 Destination port.  

 
If there is a deviation in any of these flow values then a new 
flow record is generated. However, the work presented in this 
thesis groups the packets in accordance with the most 
commonly used flow records protocol called as the Net Flow 
version 5. The flow exporter module, therefore, groups the 
packets into flows according to the following fields.  
 

 Flow record ID. 
 Layer 4 protocols (TCP, UDP or ICMP).  
 Source IP. 
 Source port.  
 Destination IP.  
 Destination port.  
 Total packets in flow record.  
 Total bytes in flow record.  

 

Anomaly detector module  
 
This module hosts the k-means and outlier detection 
algorithms to detect the intrusions present in each flow record. 
Each flow record is passed to each of the algorithms to detect 
the intrusions individually. The k-means approach makes use 
of the NSL-KDD Dataset and pcap file captured in 
international competitions to learn about the different types of 
anomalies in the network traffic. This knowledge was used to 
analyze the flow data by both the approaches in this module.  
 

Alert module  
 
Based upon the analysis done by the algorithms in the anomaly 
detector module on each flow record using k-means and outlier 
detection approach, the alert module declares each flow record 
as normal or anomalous individually by both the approaches. 
 

MATERIALS AND METHODS 
 
To Tools Used For Development, Testing and Analysis: The 
implementation of the IDS is done using the following tools.  
 
Qt Creator (Used for development of IDS): The Qt Creator 
was used as the development environment for the IDS on 
Linux platform. The IDS uses various Qt libraries installed in 
the Qt Creator for the IDS development. JAVA with Qt 
support was used to develop the source code of IDS.  
 
UDP attacker (Developed and used for testing IDS); In 
order to flood the IDS with UDP Packets, a tool to inject UDP 
packets into the IDS starting from slow rate to very fast rate, 
was developed. It named this tool as ’UDP Attacker’ This tool 
was developed as a supporting tool to the IDS to test its 
capability to detect UDP flooding attacks. Microsoft visual 
studio was used with MFC classes in JAVA for the 
development of this tool on Microsoft windows platform.  
 
MATLAB (Used for analysis of IDS performance): It has 
used Matlab for the analysis of the data captured by the IDS. 
MATLAB was used to do the performance analysis of the k-
means and outlier detection approaches.  
 

Analysis of algorithms: The behaviour of the traffic as 
discussed in section 4.2 is taken as the baseline behaviour for 
further analysis.  
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The IDS classifies the behaviour of the traffic as normal or 
anomalous based on these criteria in this section. Once the 
behaviour is classified as normal or anomalous, the flow 
records are passed to the k-means and outlier detection 
methods to reclassify the behaviour of the traffic according to 
their own algorithms. The outcome of k-means and outlier 
detection is matched with the traffic behaviour based on the 
baseline behaviour and IDS declares whether the particular 
flow record is a false positive, false negative, true positive or 
true negative for both the approaches. The IDS then generates 
the parameters required for the performance analysis of the k-
means and outlier detection approach. These parameters are as 
follows (discussed in detail in section 4.6).  
 

 False positive rate (FPR).  
 False negative rate (FNR).  
 True positive rate (TPR).  
 Sensitivity of IDS.  
 Specificity of IDS.  
 Classification rate of IDS.  
 Precision of IDS.  

 
These parameters are compared for both the approaches and 
the analysis outcomes are presented in results.  
 

Algorithms Description  
 
K-Means Approach  
 
In k-means approach, it defines k as the number of clusters. 
The algorithm is described as follows.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Step 1: Given n objects, initialize k cluster centre.  
Step 2: Assign each object to its closest cluster centre.  
Step 3: Update the centre for each cluster.  
Step 4: Repeat steps 2 and 3 until no change in each cluster 

centre.  
 
The algorithm will assign a cluster to a particular flow record 
which is termed as objects in this algorithm. Thus each cluster 
shall contain similar types of flow records. The k-means 
algorithm implemented in this thesis creates two clusters, 
normal and anomalous. The algorithm outcome on each flow 
record is grouped into either normal or anomalous cluster and 
is declared as normal traffic if it belongs to the normal cluster 
or anomalous traffic if it belongs to the anomalous cluster. 
 

Outlier Detection Approach  
 

This method makes use of neighbourhood outlier factor (NOF) 
which is used to measure the anomalies present in the datasets. 
This NOF is calculated for each flow record in the dataset and 
is termed as ’Outlier Score’. If the outlier is within a threshold, 
then the flow is normal otherwise it is anomalous. Based on the 
multiple runs of the IDS, it have derived the threshold values 
of the outliers. The detailed steps in this approach are as 
below. Here object refers to a single flow record.  

 

Step 1: Given n objects, calculate the k-distance to the 
nearest neighbourhood of each object from every other 
object.  

Step 2: Compute reach ability distance for each n objects 
with all other n-1 objects. The reach ability distance is 
max {k Distance (n), Distance (n, n-1)}.  

 
 

Figure 1. System architecture of IDS 
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Step 3: Calculate neighbour reach ability density for each n 
which is the inverse of the average reach ability 
distance to the nearest neighbours of n.  

Step 4: Calculate NOF for all n objects which can be taken 
as an average of n’s neighbour reach ability density and 
its nearest neighbour’s neighbour reach ability density. 

 

Input Data for Experiment  
 

The process starts with the collection of input data and 
grouping them into flow records by the IDS. This input data 
containing real internet traffic is collected at four times with 
different types of traffic characteristics. This input data was 
captured from the network setup of few universities connected 
to each other to share knowledge and is used by students of the 
universities to access the internet. Each set have captured a 
smaller set of traffic ranging between 1-2 minutes for each 
dataset for analysis. Each dataset consists of varying both 
normal and attack data. This attack data consists of mainly 
TCP injection, UDP flooding and ICMP flooding attacks. Each 
dataset consists of the fields of flows as mentioned in Section 
3.2. The most important fields of a flow record are the total 
number of packets in a flow and the total number of bytes in 
each flow. This combination of attributes of the flow helps in 
detecting anomalies in the total amount of traffic. Another 
combination of attributes in the flow to detect the anomalies is 
the source and destination IP and port pairs which provide 
input to detect the port scans. Table 3.1 shows the attributes of 
packets and flows contained in the datasets. The characteristics 
of the datasets as shown in Table 3.1 are as follows: 
 

Table 1. Input data attributes 
 

Dataset  TCP 
Packets 

UDP 
Packets 

ICMP 
Packets 

Total 
Flows 

Dataset 1 2499 790  147 2563 
Dataset 2  1077 1073 230 1290 
Dataset 3  1592 438 43 1670 
Dataset 4  7356 816 154 7196 

 

Dataset 1: This dataset consists of several TCP injection flows 
where the intention is to create multiple TCP connections 
between same source and destination IP. This dataset consists 
of many flows containing less number of packets and bytes per 
flow and is intended to congest the destination IP. It contains 
little amount of UDP flooding. 
 

Dataset 2: This dataset consists of TCP injection as well as the 
highest amount of UDP flooding. It also contains a small 
amount of ICMP flooding attacks. The UDP flooding is 
another type of attack which consists of those flows where 
there are a heavy number of packets and bytes from one or 
more sources to the same destination. The intention is to keep 
the destination busy and to deviate it from its normal activities. 
However, the number of TCP injection flows is much more 
than the UDP or ICMP flooding flows. 
 

Dataset 3: This dataset consists of less amount of TCP 
injection and UDP flooding flows when compared to dataset 1 
and dataset 2. However, this dataset also contains TCP flows 
with less number of packets and bytes from genuine TCP 
connections which are normal in nature. 
 

Dataset 4: This is a bigger dataset which consists of TCP 
injections, UDP and Flooding flows. The number of TCP 
injections is highest in this dataset when compared to all other 
datasets. However, it contains a moderate amount of UDP 
flooding flows. 

Performance Metrics for Ids: The IDS implemented here 
using two different approaches (k-means and outlier detection) 
is judged by means of the following metrics. These metrics 
shall be calculated independently for the two approaches. 
 
These metrics are then computed for both the approaches and 
then the results are compared in chapter 5. 
 
False positive rate (FPR): The FPR is defined as the 
probability by which the IDS output an alert when the 
behaviour of the traffic is normal. In this case, the IDS 
incorrectly gives an alert as output. The FPR can be expressed 
mathematically as 
 

��� =
��

������	��	���������
                                   (1)                                                                     

 

False negative rate (FNR): The FNR is defined as the 
probability by which the IDS does not outputs an alert when 
the behaviour of the traffic is anomalous. In this case, the IDS 
incorrectly do not gives an alert as output. The FNR can be 
expressed mathematically as 
 

��� =
��

������	��	���������
                                        (2)         

                                                                                   
Sensitivity: Sensitivity of an IDS is defined as the proportion 
of normal behaviour in the entire traffic. In other words it is 
the ratio of correctly detected anomalous flows and total 
number of anomalous flows. If all anomalous flows are 
detected then the sensitivity value is 1 which is quite unusual 
for IDS. Sensitivity is also called as Detection Rate (DR) or the 
True Positive Rate (TPR). Mathematically it is expressed as, 
 

��������� =
��

�����
    (3)                                                                               

 

Specificity: It is defined as the proportion of true negatives 
from all the negative behaviour. If all flows are detected as 
normal then the specificity value is 1 which is quite unusual 
for an IDS where anomalous traffic is present. Specificity is 
also called as the True Negative Rate (TNR). Mathematically, 
 

����������� =
��

�����
                                                      (4) 

 

Classification rate (CR) or accuracy: The CR is the measure 
to find that how accurate the IDS is in detecting normal or 
anomalous traffic behaviour. It is defined as the ratio of all 
those correct instances according to baseline behaviour 
characteristics of the traffic to all instances. 
 

�� =
�����

�����������
                                                          (5) 

 
Precision (PR): It is the ratio of the number of flows that are 
detected as normal to those flows that are actually normal. 
 

�� =
��

�����
                                                                         (6) 

 

RESULTS AND DISCUSSION 
 

Experiment I – Features extraction 
 
The found results performed feature extraction from the 
captured datasets. The IDS extracted the set of flow attributes 
from the datasets and displayed them in the form of a table.  
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Figure 2. Flow records of dataset 1. 
 

 

Figure 3. Flow records of dataset 2. 
 

 

Figure 4. Flow records of dataset 3. 
 

 
Figure 5. Flow records of dataset 4 

 

 

Figure 6. Baseline characteristics results 
 

 
Figure 7. k-means clustering on dataset 1 
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Each row of this table is a separate flow record having a 
specific flow ID containing all the packets and bytes transacted 
between a source IP/port and destination IP/port pair using a 
specific protocol. 
 

Experiment II – Normal and Anomalous Characteristics 
 

The IDS learned the characteristics of the normal and 
anomalous flows when pcap files were fed to it. Using these 
characteristics and knowledge from NSL-KDD dataset, the 
flows present in the input datasets were characterized as 
normal or anomalous. On the analysis of the pcap files based 
on Experiment II, the IDS learned the following knowledge 
which was used to categorize the traffic flows as normal or 
anomalous. This categorization of traffic is termed as the 
baseline behavior of the traffic and will be used to detect 
anomalies in the next incoming traffic. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Average number of packets: It observed that a normal 
network flow consists of more number of packets per flow 
whereas an anomalous flow consists of less number of packets. 
This indicates more number of TCP connections established 
between a single source IP and destination IP. In the pcap files 
analyzed, an anomalous traffic flow generally consists of less 

than 5 packets (possibly indicating DOS more than at least 100 
packets per flow. 
 
Average size of packets: It observed that the average size of 
the normal packets present per flow in the pcap files is more 
when compared to anomalous packets. There was TCP 
injection and UDP flooding attacks present in the pcap files 
and the average size of such packets were between 90 to 150 
bytes. The average size of the normal packets present per flow 
is greater than 500 bytes in the pcap files. 
 
Average size of flows:  It was observed that anomalous flows 
are of a very small size as compared to the size of the normal 
flows. The size of anomalous flow was as small as the size of 
the packet itself which means that an anomalous flow may 
contain only a single packet. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Average number of same source IP and port to different 
destination IP and port: it observed that there is more 
number of different destination IP and destination port from 
the same source IP and source port using UDP and ICMP 
protocol. This lead to the generation of more number of flows 

 
 

Figure 8. k-means clustering on dataset 2 
 

 
 

Figure 9. k-means clustering on dataset 3 
 

 
 

Figure 10. k-means clustering on dataset 4 
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and higher volume of traffic indicating possible UDP or ICMP 
flooding or port scanning attack. 
 

Average number of different source IP and port to same 
destination IP and port: The pcap files also contain several 
entries of the flows where there are several flows which 
contain different source IP and port destined to same 
destination IPs and ports. 
 
Land attack flows: There are those flows present in the pcap 
files where many packets were sent from same source IP and 
port to the same destination IP and port. 
 

Special feature: Results noticed in the pcap files that there 
was some TCP traffic to the ports where communication 
between unprivileged and privileged port is happening. This 
type of traffic is considered as anomalous according to the 
following condition observed. Communication between a host 
A having IP/Port pair as IPa/Pa and host B having IP/Port pair 
as IPb/Pb over TCP is considered as anomalous if Pa is an 
unprivileged port and Pb is a privileged port i.e. Pa >=1024 
and Pb < 1024. 
 

Experiment III – K-Means Evaluation 
 
On the live traffic captured by IDS, the k-means algorithm was 
run. The input data for the k-means algorithm. k-means 
algorithm clustered the traffic into normal or anomalous flows.  
Results shows the percentage of the traffic clustered into 
normal or anomalous flows for each dataset using k-means. 
The total number of packets and the total bytes per flow were 
the attributes of each flow which were used by k-means to 
cluster the traffic. These figures show the clustered traffic 
when the total number of packets are plotted against the total 
number of bytes for each flow in each dataset.  The k-means 
algorithm clusters the flow data into two clusters in the results 
presented in this section. However, it does not say that which 
cluster should be treated as normal or anomalous. We have 
learned this grouping when we imported pcap files into the 
IDS. We came out with an interesting observation that k-means 
was clustering all those flows into one cluster which are having 
a less average number of packets and bytes per flow than those 
flows which are grouped into another cluster. It, therefore, 
learned that the cluster in which there are more number of 
flows having less number of an average of packets and bytes 
should be considered as anomalous. The other cluster should 
be considered as normal. The analysis of dataset 3 revealed the 
same characteristics of the k-means algorithm where it has 
clustered 70.46% flows into the anomalous cluster and 29.54% 
to the normal cluster. As compared with the traffic 
characteristics of table 5.1, the anomalous cluster contains 
nearly 36% of the normal flows.  However, on dataset 4 it was 
found that k-means was able to cluster 55.55% flows into the 
anomalous cluster and 44.45% to the normal cluster. k-means 
has shown improvement in clustering more amount of normal 
flows into the normal cluster for this dataset. This anomalous 
cluster contains nearly 11% of the normal flows which is least 
when compared to other three datasets. 
 

Experiment IV – Outlier Detection Evaluation 
 
It ran the algorithm of outlier detection using neighborhood 
outlier factor on the pcap files to compute the value of the 
NOF in the form of outlier score. We came to know from this 
experiment that normal flow records are having almost similar 
NOF whereas the anomalous flow records are having NOF 

value with bigger difference with the normal flow record 
densities.  It found that maximum number of normal and 
anomalous traffic flows were categorized as normal or 
anomalous respectively when the value of NOF <= 1.2 for 
normal flows and NOF > 1.2 for anomalous flows. The NOF 
flow record density and its k-nearest neighbor’s density.For 
dataset 1, outlier detection was able to classify 28.06% out of 
44.69% of the anomalous flows as anomalous. For normal 
flows, 71.94% in excess to 55.31% were assigned score <=1.2. 
In this case, nearly 15% of the normal traffic was given an 
outlier score greater than 1.2 and were declared as anomalous.  
For dataset 2, 20.24% out of 41.5% of the anomalous flows 
were declared as anomalous. For normal flows, 79.76% in 
excess to 58.5% were assigned score <=1.2. In this case, again 
nearly 15% of the normal traffic was given an outlier score 
greater than 1.2 and were declared as anomalous.  The same 
type of figures exists for dataset 3 where 21.92% out of 
46.61% of the anomalous flows were declared as anomalous 
and 78.08% in excess to 53.39% were assigned score <=1.2 
and declared normal. Here also, nearly 15% of the anomalous 
flows were classified as normal.  In dataset 4 which contains a 
large number of TCP injection traffic, outlier detection has 
performed badly and classified only 12.07% out of 44.4% of 
the anomalous traffic as anomalous. The remaining was 
classified as normal. 
 

Conclusion  
 
It could, therefore, be concluded that k-means was able to 
cluster those TCP flows as anomalous which exhibited the 
similar type of behavior in terms of less number of packets and 
bytes. However, UDP flows containing more number of 
packets and bytes per flow which could be an indication of 
UDP flooding, are assigned to the normal cluster by k-means. 
This happened in the case of dataset 1, 3 and 4 where the total 
number of packets and bytes was less than 1000 and 50000 
respectively for some individual flows with UDP protocol. It 
can conclude from the results of outlier detection that outlier 
detection is better in detecting ICMP flooding. However, it 
was not able to detect TCP injection where the number of 
bytes per flow is less than 100 which is generally the case. But 
in the case of TCP flows where the total bytes exceed 100, it 
was able to classify them as anomalous which is not always 
true. However, it was also not able to detect UDP flooding as 
anomalous in any case. The ground truth in the case of outlier 
detection says that the value of the threshold should be chosen 
in such away that maximum amount of anomalous traffic is 
detected. This requires real reverse engineering to find out 
such a value of threshold which has been assigned by the 
algorithm on anomalous flows in multiple learning datasets. 
Generally, in the case of other outlier detection approaches, the 
outlier scores are between the range of 0.0 to 1.0 for normal 
traffic. The anomalous flows have higher to much higher 
values of outlier scores above 1.0. However, it depends 
entirely upon the variety of anomalous data contained in the 
datasets which are used to train the IDS. Sometimes, the 
normal traffic can lie within a score of up to 1.5, which has 
happened in the case of neighborhood outlier factor in this 
thesis. 
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